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1. Why ICN/CCN? What is it?

2. Routing/Caching

3. Forwarding



content distribution does not scale
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Probl ems of TodaySs

A URLs/IPaddresses are overloaded with locator/ID functionality
I Moving information = changing it s name => HTTP 404 file not found
A No consistent way to keep track of identical copies
A Information dissemination is inefficient
I Canit benefit from existing copies (e.g. local copy on client)
i No ranycastR e.g., get rnearestRcopy
i Problems like Flash-Crowd effect, Denial of Service, 0
A Can$trust a copy received from an untrusted node
I Security is host-centric
I Mainly based on securing channels and trusting servers
A Application and content provider independence
I CDNs focus on web content distributions for major players
I What about other applications and other players?

source: Kutcher an@hlman@ IRTF81



IP networking vs. ICN/CCN
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Where to put content name?

Aln TCP/IP

AApplication layer header

AE.g. HTTP, SIP
ADeep packet inspection

AIP option header

ANew network layer header

AA clean slate approach

Acontent-centric networking (CCN)
Anamed-data networking (NDN)



Content name or ID

AContent names (Cnames)
AMay replace the IP addresses
A Content identifiers (CIDs)

ACname/CID design choices
AHierarchical vs. flat

ASemantics vs. semantic-free
A Persistency
A Location independence

AVariable length vs. fixed length

Aexamples
Alcnn.com/ asia/sports/news.avi
A/sonypictures.com/spiderman3.html
Alyahoo.co.krlimage/logo.jpg

AOXFO034BCo6. 024A,
A E.g. hash of content data, name, public key

AOr hybrid



CCN basics

AContent name
AHierarchical, variable-length, semantics

ANo IP address Interest packet
J |
\ Content Name N\
) )
i Selector q

* (order preference, publisher filter, scope, ...)

Nonce

AConsumers send Interest Packets
AContent holders send back Data Packets

Data packet

Content Name

Signature
(digest algorithm, witness, ...)

Signed Info

(publisher ID, key locator, stale time, ...)

Data

Source: Vadacobson@PARC |
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A user wants a particular object

Source: Vanlacobson@PARC |



The object Is downloaded

Content Is
cached!

In-network
caching

Source: Vanlacobson@PARC |



Another user requests the same object

Source: Vadacobson@PARC |



CCN forwarding
4 A
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Source: Vanlacobson@PARC"”




ICN/CCN Recap

ARoute-by-name
ANo indirection, better availability
AContent name (or ID) is a routing entry
AHuge scalability concern

Aln-network caching

AGlobal-scale pure CCN may not be feasible
AAt least trillions of contents

A Some aggregation may be possible
A E.g. hierarchical names like URLs
A One billion hosts now

AOther merits such as authentication



challenging issues

Arouting

Aforwarding

Acaching
Aapplications/services
Anaming

Amechanisms
Ae.g. interest control

Asecurity and privacy

Amigration
ASDN programmability



CCN Routing/Caching



Routing in CCN/NDN

X
A No DNS

x Use content names for forwarding
A Content name (or content ID) is a routing entry

Interest packet
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CCN routing: LPM

AAn interest will be forwarded to a face with longest prefix
matching (LPM)

Interest packet

/cnn.com

/lcnn.com/us/image.jpg | ==
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Issuesin routing/caching for NDN

ARouting scalability

AToo many content names
A Number of contents in  Google : O(10!2)

AEven with aggregation at host names
A Number of domain names: O(10°)
Alndependent Caching at individual routers
Alnefficient cache usage (i.e., redundancy)

AUncoordinated routing and caching

AlIf an item cached, that should be advertised
A Worsen routing scalability

A Otherwise, only on -path cache hit



CoRCaddresses these problems

ARouting scalability
APartition FIB space

ACaching efficiency
APartition cache namespace

ARouting and caching are coordinated

AEach router is in charge of the same namespace for routing and
caching

* CoRC Coordinated Routing and Caching
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Hierarchy for scalability

X Some assumptions
A host name (or publisher) is present in a content name
A E.g. /cnn.com/asialnews.avi
A host is connected to a particular [ISP/AS
A E.g.cnn.com is a subscriber to sprint.com
A A mapping service between AS names and host names

sprint.com
T k

cien | " cnn.com

itt-\cfz\)/

clientl

A AS: autonomous system
A ISP: internet service provider 20



Inter-domain vs. intra -domain routing

AA router in an AS needs to have FIB entries for host names in
the AS

AFor the hosts outside the AS,
AJust have FIB entries for AS names of the hosts



Inter-domain routing

ARouting based on AS name
AAS FIB contains <AS name, next-hop IF>

AAS name is advertised by an inter-domain routing protocol such as
BGP

AAS name can be used as-is or its hash



Split the hosthame space for intra -domain

AVi rtual Aggregation [ NSDI S$S09]
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Intra-domain routing

APublisher identifier (P1D)
Ahash of a publisher name, say 128 bit

APartition routing and caching namespace
ARO1 should know the locations of all the publishers  whose PIDs start with Ob 01
A Contents whose names starting with cnn.com are cached only at router RO1

PID Information Base (PIB) | Every router maintains PAR-FIB
PID of cnn.com | PiDprefix (11) | for intra-domain routing

Partition-FIB (PAR-FIB)
PIDprefix (11) | next-hop (1)
.

Interest packet

att, -
chn.com/us/news.avi

hash(cnn.com): 010110... 24
Responsible Router: 01




Number of advertised ASes

FIB size in 2030 (1)

AAS-FIB

ANumber of ASes-> about 120,000

APARFIB

Athe number of routers in an AS

APIB

AO(# of host names) / O(# of routers) in an AS
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FIB sizein 2030 (2)

AThe Largest AS case
A Contains 300 million publishers (assuming Zipf)
AHas up to 2 20 routers
Av, of total routers operate as  responsible routers

ATotal FIB size of a CoRC router is comparable to that of a current DFZ
router

65000011,'; T T T T T T
CoRC —x—
600000 | CoRC-HBD —4—

550000 |\ .
500000 .
aso000 |\ -
400000 |
350000

Total table size

300000 r
250000
200000

150000 ' L ' ' '
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The number of routers in AS



Comparison

AFlat routing, Independent Caching

AVanilla NDN
ACoordinated routing, Independent Caching
(CRIQ AS 2
Alnterest packets are first sent to responsible 0 vt fron)
ro Ute rS us Wegts(:)regon)
A The routers cache content individually ( ) —
ACORC % US East (N. Virginia)
. \o—
ACOoRGHybrid (CORGHBD)
A Some cache space for popular contents (8 )
AOracle
AThe popularity distribution  of items is knownin  ~— —
advan Ce South America (Sao Paulo)
AThe border router stores all the top popular
contents

ANetwork-wide cache space is equal
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Cachehit/miss plot
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Content popularity rank (log)
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Cache utilization
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Content retrieval time

Popular contents can be
retrieved from nearby routers

2\
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g °° nonpopular contents
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Link Load

ASplitting the whole cache space to routers helps spread
traffic over all links.
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CCN Forwarding



Motivation (1/2)

o

< CCN/NDN /ICN> <A CCN Router>

AHigh speed CCN router is crucial!
AMany objects, many more chunks
Alarge content like video
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