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outline  

 1. Why ICN/CCN? What is it? 

 2. Routing/Caching 

 3. Forwarding 
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content distribution does not scale  

Tier 1 Networks 

ISPs 

source: Kutcher and Ohlman @ IRTF81 3 



Problems of TodayŚs Internet 

ÅURLs/IP addresses are overloaded with locator/ID functionality  

ïMoving information = changing it řs name => HTTP 404 file not found  

ÅNo consistent way to keep track of identical copies  

Å Information dissemination is inefficient  

ïCanřt benefit from existing copies (e.g. local copy on client)   

ïNo ŗanycastŘ: e.g., get ŗnearestŘ copy 

ïProblems like Flash-Crowd effect, Denial of Service, ŏ 

ÅCanŚt trust a copy received from an untrusted node  

ïSecurity is host-centric 

ïMainly based on securing channels and trusting servers  

ÅApplication and content provider independence 

ïCDNs focus on web content distributions for major players 

ïWhat about other applications and other players? 

 

 

source: Kutcher and Ohlman @ IRTF81 4 



IP networking vs. ICN/CCN  

ÅNetwork prefix  ÅContent name  

Destination Next Hop 

192.168.0.0/16 Router C 

Content Name Next Hop 

/a.com/b.jpg Router C 

/a.com/b.jpg 
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Where to put content name?  

ÅIn TCP/IP 
ÅApplication layer header  
ÅE.g. HTTP, SIP 

ÅDeep packet inspection  

ÅIP option header  

ÅNew network layer header  
ÅA clean slate approach  
Åcontent -centric networking (CCN)  

Ånamed-data networking (NDN)  
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Content name or ID  

ÅContent names ( Cnames) 
ÅMay replace the IP addresses  

ÅContent identifiers (CIDs)  

ÅCname/CID design choices  
ÅHierarchical vs. flat  

ÅSemantics vs. semantic-free 
ÅPersistency 

ÅLocation independence  

ÅVariable length vs. fixed length  

Åexamples 
Å/cnn.com/ asia/sports/news.avi  

Å/sonypictures.com/spiderman3.html  

Å/yahoo.co.kr/image/logo.jpg  

Å0xF034BCŏ.024A,  
ÅE.g. hash of content data, name, public key  

ÅOr hybrid  
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CCN basics 

ÅContent name  
ÅHierarchical, variable-length, semantics  

ÅNo IP address 

 

 

 

 

 

ÅConsumers send Interest Packets 

ÅContent holders send back Data Packets  

 

Source: Van Jacobson@PARC 
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A user wants a particular object  

 

Source: Van Jacobson@PARC 
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The object is downloaded  

Content is 

cached! 

 

In-network 

caching 

Source: Van Jacobson@PARC 
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Another user requests the same object  

 

Source: Van Jacobson@PARC 
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Source: Van Jacobson@PARC 

CCN forwarding  
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ICN/CCN Recap 

ÅRoute-by-name 
ÅNo indirection, better availability  

ÅContent name (or ID) is a routing entry  

ÅHuge scalability concern  

 

ÅIn-network caching  

 

ÅGlobal-scale pure CCN may not be feasible  
ÅAt least trillions of contents  

ÅSome aggregation may be possible  
ÅE.g. hierarchical names like URLs 

ÅOne billion hosts now  

 

ÅOther merits such as authentication  
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challenging issues 

Årouting  

Åforwarding  

Åcaching 

Åapplications/services 

Ånaming  

Åmechanisms 
Åe.g. interest control  

Åsecurity and privacy  

Åmigration  
ÅSDN programmability  
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CCN Routing/Caching  



Routing in CCN/NDN  

 

 

×No IP addresses 
Â No DNS 

 

×Use content names for forwarding  
Â Content name (or content ID) is a routing entry  

 

 

names face 

/cnn.com  1 

/nytimes.com  2 

ŏ 

face 1 

face 2 

/cnn.com/us/image.jpg 

Interest packet 
/cnn.com 

/nytimes.com 
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CCN routing: LPM 
ÅAn interest will be forwarded to a face with longest prefix 

matching (LPM) 

names face 

/cnn.com  1 

/cnn.com/us  2 

ŏ 

face 1 

face 2 

/cnn.com/us/image.jpg 

Interest packet 
/cnn.com 

/cnn.com/us 
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Issues in routing/caching for NDN  

ÅRouting scalability  
ÅToo many content names  
ÅNumber of contents in Google : O(1012) 

ÅEven with aggregation at host names  
ÅNumber of domain names: O(109) 

ÅIndependent Caching at individual routers  
ÅInefficient cache usage (i.e., redundancy) 

ÅUncoordinated routing and caching  
ÅIf an item cached, that should be advertised  
ÅWorsen routing scalability  

ÅOtherwise, only on -path cache hit  
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CoRC addresses these problems 

ÅRouting scalability  
ÅPartition FIB space 

ÅCaching efficiency 
ÅPartition cache namespace 

ÅRouting and caching are coordinated  
ÅEach router is in charge of the same namespace for routing and 

caching 

* CoRC: Coordinated Routing and Caching 
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Hierarchy for scalability  

 

 

×Some assumptions  
Â A host name (or publisher) is present in a content name  

Â E.g. /cnn.com/asia/news.avi 

Â A host is connected to a particular ISP/AS 

Â E.g. cnn.com is a subscriber to sprint.com 

Â A mapping service between AS names and host names  

 

 

sprint.com  att.com 

client1 cnn.com client2 

Å AS: autonomous system 

Å ISP: internet service provider 20 



Inter-domain vs. intra -domain routing  

ÅA router in an AS needs to have FIB entries for host names in 
the AS 

ÅFor the hosts outside the AS,  
ÅJust have FIB entries for AS names of the hosts  
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Inter-domain routing  

ÅRouting based on AS name  
ÅAS-FIB contains <AS name, next-hop IF> 
ÅAS name is advertised by an inter-domain routing protocol such as 

BGP 

ÅAS name can be used as-is or its hash  
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Split the hostname space for intra -domain  

ÅVirtual Aggregation [NSDI Ś09] 
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Intra-domain routing  
ÅPublisher identifier (PID)  
Åhash of a publisher name, say 128 bit  

ÅPartition routing and caching namespace  
ÅR01 should know the locations of all the publishers whose PIDs start with 0b 01 

ÅContents whose names starting with cnn.com are cached only at router R01 
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FIB size in 2030 (1) 
ÅAS-FIB 
ÅNumber of ASes -> about 120,000 

ÅPAR-FIB 
Åthe number of routers in an AS  

ÅPIB 
ÅO(# of host names) / O(# of routers) in an AS  
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FIB size in 2030 (2) 

ÅThe Largest AS case 
ÅContains 300 million publishers (assuming Zipf)  
ÅHas up to 2 20 routers 
Å¼ of total routers operate as responsible routers  

ÅTotal FIB size of a CoRC router is comparable to that of a current DFZ 
router  
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Comparison 

ÅFlat routing, Independent Caching  
ÅVanilla NDN 

ÅCoordinated routing, Independent Caching 
(CRIC) 
ÅInterest packets are first sent to responsible 

routers 
ÅThe routers cache content individually  

ÅCoRC 

ÅCoRC-Hybrid ( CORC-HBD) 
ÅSome cache space for popular contents  

ÅOracle 
ÅThe popularity distribution of items is known in 

advance 
ÅThe border router stores all the top popular 

contents 

ÅNetwork-wide cache space is equal  
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Cache utilization  

Cache hit ratio  Vanilla 

CoRC 

Cache hit/miss plot  
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Content retrieval time  

Popular contents can be 

retrieved from nearby routers 

Cache coordination is beneficial for 

non-popular contents 
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Link Load 

ÅSplitting the whole cache space to routers helps spread 
traffic over all links.  
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CCN Forwarding 



Motivation (1/2)  

ÅHigh speed CCN router is crucial!  
ÅMany objects, many more chunks  

Ålarge content like video  

< CCN / NDN / ICN > < A CCN Router> 
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